Abstract—Cosmetic assessment of conservative breast cancer treatment plays a major role in the study of breast cancer techniques. Objective assessment methods are being preferred to overcome the drawbacks of subjective evaluation. In this paper a methodology for the objective assessment of conservative breast cancer treatment is proposed. The quantitative measures used in this research provide an objective way to calculate the overall cosmetic result. We report experiments using support vector machines to derive an optimal assessment rule. The results seem to indicate that it is possible to construct an algorithm for a complete objective classification of the aesthetic result of breast conservative treatment.

I. INTRODUCTION

Breast cancer treatment has evolved considerably in the last decade, with the widespread adoption of breast-conserving approaches to manage early breast cancer. Breast-conserving approaches aim not only at local tumour control and survival rates equivalent to mastectomy but also at better aesthetic results. Although considerable research has been put on breast-conserving techniques, different forms of performing them, as well as incorrect working practices, contribute to different aesthetic results.

Traditionally, cosmetic assessment has been performed subjectively by a group of observers. However, this form of assessment is difficult to reproduce and dismisses any possible comparison. The assessment is often not easily performed and the interpretation of the aesthetic result can depend heavily on the skill of the observer. Observers with different background evaluate differently, M. J. Cardoso [1]. This has drawn more attention to objective evaluation.

Early work to overcome the drawbacks of subjective assessment has included the use of quantitative measures. However, these efforts have merely correlated objective values with the subjective overall assessment, without attempting to conclude the overall aesthetic result solely from objective features.

Having introduced the problem, we will next review previous related work, paving the way for the second section, where we present a novel method of assessment, based on pattern classification tools. Section III briefly describes the details and the results of the experiments carried out. We discuss the problem of ranking patients with the use of a classifier for ordinal categorical data. Section IV concludes the paper with discussion on ongoing and future works.
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Brief history of the cosmetic assessment measures

Harris [2] introduced a subjective overall cosmetic score, that would later become a de facto standard: excellent (treated breast nearly identical to untreated breast), good (treated breast slightly different than untreated), fair (treated breast clearly different from untreated but not seriously distorted) and poor (treated breast seriously distorted).

Until Pezner [3], the reported works – of which [4] and [5] are examples – have focused on the correlation between the overall cosmetic result, the effects of the surgery and the technique used, with the assessment being subjectively performed by observers. With Pezner [3] the objective assessment of the cosmetic result of the surgery was introduced with the first objective measure to evaluate one of the aspects of cosmesis: Breast Retraction Assessment, BRA. In Pezner [6] the importance of objective measures was reinforced by demonstrating that observer consensus of cosmetic outcome is difficult to obtain. The same line of action had followers in Limbergen [7], Tsouskas [8] and Vrieling [9], among others.

Noguchi [10] measured the breasts’ asymmetry objectively with a Moire topography camera. Breast atrophy, skin change, and surgical scar were assessed subjectively by observers. The overall cosmetic outcome was the sum of the individual scores of the objective and subjective assessments, this way introducing the roots for an overall objective assessment.

In [11], [12] the authors correlate the overall subjective evaluation performed by a 6-member panel and the patients themselves, with an overall “objective” assessment, taking into account the objective measures of breast retraction and nipple deviation, and subjective factors (skin atrophy, skin changes, such as telangectasia or oedema, and surgical scar), analogously to Noguchi [10]. Yet using the same reasoning, Krishnan [13] summed four individual rating (difference in volume, breast asymmetry, fibrosis and telangiectasia) to create an overall cosmetic index.

From this quick snapshot of what has been proposed so far, it is easy to conclude that current objective assessment evaluation methods lack a general and consistent approach.

Our work aims at a totally objective overall measure, based on a more principle approach, rather that just the sum of the individual indices.
II. DATA AND METHOD

Instead of heuristically weight the individual indices in an overall measure, we introduced pattern classification techniques to find the correct contribution of each individual feature in the final result and the scale intervals for each class, constructing in this way an optimal rule to classify patients. In order to apply the proposed methodology a) one must be in possession of a set of patients with known overall cosmetic classifications; b) suitable features must be chosen to discriminate classes; and finally c) the optimum separating boundaries between classes must be found.

A. Reference classification

In order to investigate the possibility of defining a method of assessment reproducible on a worldwide basis, making use of objective measures, a set of patients with known overall classification was required. Since ideally the overall aesthetic assessment should correlate coherently with experts’ assessment, collecting expert opinions from different areas of the world would probably provide the desired reference classifications.

Using a Delphi methodology [14], [15], a consensus overall evaluation was collected from some of the most prominent experts in the field, as detailed in M. J. Cardoso [16], for a set of 60 patients. This provided a set of patients with a reference classification (also known as gold standard or ground truth) to reproduce through objective features. Proceeding this way, each and every patient was classified in one of the four categories (table I): poor, fair, good, and excellent.

<table>
<thead>
<tr>
<th>Class</th>
<th># cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>7</td>
</tr>
<tr>
<td>Fair</td>
<td>12</td>
</tr>
<tr>
<td>Good</td>
<td>32</td>
</tr>
<tr>
<td>Excellent</td>
<td>9</td>
</tr>
</tbody>
</table>

**TABLE I** DISTRIBUTION OF PATIENTS OVER THE FOUR CLASSES.

B. Feature selection

The degree of class separability depends strongly on the choice of the descriptors. As such, assessing the discriminative capability of features is an important task, when choosing between alternative feature sets. Simultaneously, and ideally, the overall aesthetic assessment should rely on simple quantitative and objective measures.

As possible objective features we considered those already identified by domain experts as relevant to the aesthetic evaluation of the surgical procedure [3], [8], [7]. In this way, we started with the commonly used Breast Retraction Assessment (BRA), Lower Breast Contour (LBC), and Upward Nipple Retraction (UNR) measures, which were recorded for each patient.

Pictures were taken from 60 women submitted to conservative breast cancer treatment with a digital camera in four positions (front arms up and down, left and right side arms up), figure 1. For each of the 60 cases, BRA, LBC and UNR were calculated using the digital image, both with arms up and down. Measures were taken directly in a computer. BRA was computed as $BRA = \sqrt{(X_r - X_l)^2 + (Y_r - Y_l)^2}$; LBC was formulated as $LBC = abs(L_r - L_l)$ and UNR as $UNR = abs(Y_r - Y_l)$, figure 2.

The measurements collected for BRA, LBC and UNR were correlated with the subjective overall score from the panel of experts. Median values were calculated for each class (intra-class values), both with arms up and down, figure 3 and table II. The dispersion of values inside each class was measured by the standard deviation. As easily concluded visually from figure 3, the three measures correlate well with the panel scoring.

Although the median values alone suggest that measurements made with arms up provide a better indication of the overall subjective score, the larger standard deviation of measurements in this position, implies otherwise. In fact, the relatively large values of dispersion may indicate that breast asymmetry (as measured by BRA, LBC, UNR or similar
InTRA CLASS VALUES

(a) LBC

<table>
<thead>
<tr>
<th>Class</th>
<th>median</th>
<th>std dev</th>
<th>median</th>
<th>std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>0.99</td>
<td>0.50</td>
<td>0.99</td>
<td>0.88</td>
</tr>
<tr>
<td>Good</td>
<td>1.24</td>
<td>0.83</td>
<td>1.34</td>
<td>0.91</td>
</tr>
<tr>
<td>Fair</td>
<td>2.62</td>
<td>1.11</td>
<td>2.50</td>
<td>1.07</td>
</tr>
<tr>
<td>Poor</td>
<td>3.96</td>
<td>0.90</td>
<td>4.09</td>
<td>1.71</td>
</tr>
</tbody>
</table>

(b) BRA

<table>
<thead>
<tr>
<th>Class</th>
<th>median</th>
<th>std dev</th>
<th>median</th>
<th>std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>2.19</td>
<td>0.80</td>
<td>1.38</td>
<td>1.18</td>
</tr>
<tr>
<td>Good</td>
<td>2.29</td>
<td>1.33</td>
<td>2.61</td>
<td>1.23</td>
</tr>
<tr>
<td>Fair</td>
<td>4.51</td>
<td>2.04</td>
<td>3.24</td>
<td>1.63</td>
</tr>
<tr>
<td>Poor</td>
<td>4.80</td>
<td>1.79</td>
<td>4.38</td>
<td>2.98</td>
</tr>
</tbody>
</table>

(c) UNR

<table>
<thead>
<tr>
<th>Class</th>
<th>median</th>
<th>std dev</th>
<th>median</th>
<th>std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>1.18</td>
<td>0.67</td>
<td>0.55</td>
<td>0.92</td>
</tr>
<tr>
<td>Good</td>
<td>1.73</td>
<td>1.33</td>
<td>1.55</td>
<td>1.23</td>
</tr>
<tr>
<td>Fair</td>
<td>3.95</td>
<td>1.83</td>
<td>2.89</td>
<td>1.41</td>
</tr>
<tr>
<td>Poor</td>
<td>4.11</td>
<td>1.24</td>
<td>3.75</td>
<td>2.49</td>
</tr>
</tbody>
</table>

measures) is not enough to interpret the overall cosmetic score. Other factors, such as visible skin changes, contribute to the aesthetic result of surgery.

The cosmetic result after breast conserving treatment is mainly determined by visible skin alterations or changes in breast volume or shape. Skin changes may consist of a disturbing surgical scar, or radiation-induced pigmentation or telangiectasia. — Limbergen 1989 [7]

The suspicion that BRA is not sufficient to successfully separate the four classes is confirmed by visual inspection, figure 4. There is considerable overlap of the classes as BRA varies from low to high values. The same conclusion is obtained using percentage BRA (pBRA), LBC or percentage LBC (pLBC), UNR or percentage UNR (pUNR). This is expected as these measures carry similar information – they are highly correlated, [7].

Percentage BRA was defined as

\[ pBRA = \frac{BRA}{\max(\sqrt{X^2 + Y^2} + \sqrt{X'_2 + Y'_2})} \]

Percentage LBC was defined as

\[ pLBC = \frac{LBC}{\max(L_r, L_l)} \]

Percentage UNR was defined as

\[ pUNR = \frac{UNR}{\max(Y_r, Y_l)} \]

In order to improve the discriminative capability of the objective measures, we evaluated pairs of features. The features should be as uncorrelated as possible and portrait complementary information about the aesthetic result. The data is plotted in figure 5 for some pairs of selected features. As observed, the discriminative capability has increased appreciably. Particularly in the (BRA, Scar) scatter plot, it is reasonably easy to draw rough boundaries between classes.

The lack of objective measures to score the scar visibility and skin colour changes after treatment in the published research, led us to use subjective quantities at this phase of the work. Besides scoring the overall cosmetic result, the experts constituting the Delphi panel [16], were also asked to assess these two individual items, using a four grade scale (0-3). The mean and median of the answers for each patient were used as features in the current model. This procedure allows the assessment of the proposed model, without degrading its performance by incorrect feature estimation. Once the model is firmly established, objective measures will replace the panel scoring.

To improve even further the quality of the feature set, increasing the class separability, we considered sets of three features: BRA (or similar), scar visibility and skin colour change, figure 6.

The dataset can now be adequately separated: it is possible to establish acceptable decision boundaries between classes.
C. Design of the classifier

As a fast visual checking of the quality of the data shows (figure 6), there is a data value that is logically inconsistent with the others: an individual (patient #31) labeled as good when in fact it is placed between fair and poor in the feature space. Therefore, this individual was not considered in the design of the classifiers (it would not help the learning phase), leaving 59 cases for that task. The leave one out method [17] was selected for validation: the classifier is trained 59 times, each time using the available dataset from which a single patient has been deleted; each resulting classifier is then tested on the single deleted patient.

When in possession of a nearly separable dataset, a simple linear separator is bound to misclassify some points. But the question that we have to ask ourselves is if the non-linearly-separable data portrays some intrinsic property of the problem (in which case a more complex classifier, allowing more general boundaries between classes may be more appropriate) or if it can be interpreted as the result of noisy points (measurement errors, uncertainty in class membership, etc), in which case keeping the linear separator and accept some errors is more natural. Supported by Occam’s razor principle (“one should not increase, beyond what is necessary, the number of entities required to explain anything”), the latter was the option taken in this research.

In the succeeding section we present, evaluate and compare two different classifiers based on support vector machines and discuss the results achieved with each.

III. RESULTS

The design of the classifier, based on the selected features, followed the large margin principle, setting the boundary as far as part from the available data as possible, minimizing this way the chance of making an incorrect prediction over unseen cases.

Although SVMs have been generalized for multiclass problems [18], in this work, and because the categories are ordered, we performed three binary classifications, (Poor/Fair, Fair/Good and Good/Excellent), which can be interpreted as a simplification of the approach suggested by Hastie and Tibshirani [19]. An issue with this approach is that we are ignoring the ordering information between classes, treating the problem as a nominal classification problem. At most, the ordering is used to reduce the number of binary discriminations to perform. Each pair of classes is separated by a linear boundary, ignoring possible dependencies.

Informally speaking, designing a linear discriminator between two classes translates in choosing a weighted sum of the individual features and the bias to differentiate classes. SVMs try to find the optimal weighted sum and bias. So far we have adopted a different weighted sum for each pair of classes. Suppose for a moment that we were forced to make all boundaries to have the same orientation – to choose the same weighted sum for all decisions. With this additional constraint emerges a monotonic model, where a higher value in an attribute does not lead to a lower decision class. The output of the classifier would be just a set of weights, one for each feature, and a set of biases, the scale in the weighted sum. This simplified model captures better the essence of the problem. Another strength of this approach is the reduced number of parameters to estimate, which may lead to a more robust classifier, with greater capacity of generalization. This is the rationale behind the Shashua models [20]. Using the formulation for the fixed margin model [20], we designed a classifier tuned for ordinal categorical data.

To formulate the problem of separating four classes $C_1$, $C_2$, $C_3$ and $C_4$ using the fixed margin model, consider the training set $\{(x_i, c_i)\}_{i=1}^N$, where $x_i$ is the input pattern for the $i$-th sample and $c_i$ the corresponding desired response, $c_i \in \{C_1, C_2, C_3, C_4\}$. For each $x_i$ denote

$$
y^i_1 = \begin{cases} 
-1 & \text{if } x_i \in C_1 \\
+1 & \text{if } x_i \in C_2 
\end{cases}$$

$$
y^i_2 = \begin{cases} 
-1 & \text{if } x_i \in C_2 \\
+1 & \text{if } x_i \in C_3 
\end{cases}$$

$$
y^i_3 = \begin{cases} 
-1 & \text{if } x_i \in C_3 \\
+1 & \text{if } x_i \in C_4 
\end{cases}$$

Our task can now be summarized as [20]: compute the parameters $W, b_1, b_2, b_3$ and $\xi_j$ so that to minimize

$$J(W) = \frac{1}{2}||W||^2 + C \sum_j \xi_j$$

subject to

$$y^i_1(W^T x_i + b_1) \geq 1 - \xi_j \quad x_i \in \{C_1, C_2\}$$

$$y^i_2(W^T x_i + b_2) \geq 1 - \xi_j \quad x_i \in \{C_2, C_3\}$$

$$y^i_3(W^T x_i + b_3) \geq 1 - \xi_j \quad x_i \in \{C_3, C_4\}$$

$$\xi_j \geq 0$$

We used MATLAB function quadprog to solve this quadratic formulation.

Both classifier models were tested\(^1\) with different feature sets to explore the space of possibilities and compare performances – table III. The parameter $C$ of the classifier controls the tradeoff between misclassifying the data and the expected capacity of generalization.

The application of the ordinal model on the working data reveals a better generalization capability than the standard model.

\(^1\)Experiments were carried out in Matlab, using the Support Vector Machine toolbox for Matlab, vs 2.51, by Anton Schwaighofer, to train the SVM standard model.

\[\text{Fig. 6. Three features space.}\]
multiclass SVM approach. Although the train error rate is higher than with standard SVM, the expected error rate over unseen patients attains the lowest values with this model.

From Table III, we also conclude that the best results are attained with arms down. It is also apparent the superiority of LBC over the other asymmetry measures under study to discriminate classes. It is worth pointing that the feature set with LBC is fairly robust against using the mean or median of the scar visibility and colour change. This suggests that, when these two attributes are replaced by objective measures, the performance of the classifier will not be severely affected. Due to the small dataset available, the ordering of the feature sets should be taken with caution: a dataset of only 60 unique individuals may be insufficient to yield statistically significant results.

It is also instructive to identify which patients were incorrectly classified. This is illustrated graphically in figure 7 for the (LBC, arms down / Scar / Colour) feature set, with $C = 10$ (points highlighted with a star marker), and in a tabular form for a few more feature sets in table IV. It is interesting to note that most of the misclassified cases are located in the transition between two classes in the feature space and correspond to individuals with a low agreement value in the answers of the Delphi panel [1].

Finally, figure 8 shows the parallel planes (boundaries) separating each pair of classes, for the (LBC, arms down / Scar / Colour) feature set, with $C = 1000$, and table IV identifies which patients were incorrectly classified. The decision rule to classify unseen patients, using the boundary planes outputted by the ordinal classifier, can be cleanly stated as:

<table>
<thead>
<tr>
<th>Feature set</th>
<th>multi-class SVM</th>
<th>ordinal SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># errors (C = 10)</td>
<td># errors (C = 1000)</td>
</tr>
<tr>
<td>Arms</td>
<td>Ass, Scar, colour</td>
<td></td>
</tr>
<tr>
<td>BRA</td>
<td>Mean (0.31, 0.19)</td>
<td>(0.31, 0.19)</td>
</tr>
<tr>
<td>LBC</td>
<td>Median (0.31, 0.19)</td>
<td>(0.31, 0.19)</td>
</tr>
<tr>
<td>UNR</td>
<td>Mean (0.31, 0.19)</td>
<td>(0.31, 0.19)</td>
</tr>
<tr>
<td>pBRA</td>
<td>Mean (0.31, 0.19)</td>
<td>(0.31, 0.19)</td>
</tr>
<tr>
<td>pLBC</td>
<td>Mean (0.31, 0.19)</td>
<td>(0.31, 0.19)</td>
</tr>
<tr>
<td>pUNR</td>
<td>Mean (0.31, 0.19)</td>
<td>(0.31, 0.19)</td>
</tr>
</tbody>
</table>

TABLE III

AVERAGE OF TRAIN AND TEST ERRORS.
is also currently being developed. Software, to automate the evaluation process, of objective measures for the skin colour change and surgical research. Other directions in future work include the definition on a larger set of patients. This is the topic of ongoing research. The SVM ordinal model attained the best error rate and conservative breast cancer treatment. Our experiments have shown that it is possible to construct such an algorithm with an acceptable low error rate. The novel methodology described in this report draws from a diverse body of knowledge, borrowed mainly from the pattern classification community. Armed with these tools, we have corroborated early assumptions that the overall cosmetic result is mainly the contribution of the breast asymmetry, colour skin change and scar visibility.

From the conducted experiments, the main conclusions are that the position arms down clearly provide the best asymmetry, colour skin change and scar visibility.

Several unresolved issues are raised by the conducted research. The discarded patient, considered as an outlier, was the only non-caucasian patient in the set. This, together with the reduced set of patients available, raises doubts about the universality of the model. Further tests have to be conducted on a larger set of patients. This is the topic of ongoing research. Other directions in future work include the definition of objective measures for the skin colour change and surgical scar visibility. Software, to automate the evaluation process, is also currently being developed.

IV. DISCUSSION

We have presented a comprehensive and principled methodology to classify semi-objectively the aesthetic result of the conservative breast cancer treatment. Our experiments have shown that it is possible to construct such an algorithm with an acceptable low error rate. The novel methodology described in this report draws from a diverse body of knowledge, borrowed mainly from the pattern classification community. Armed with these tools, we have corroborated early assumptions that the overall cosmetic result is mainly the contribution of the breast asymmetry, colour skin change and scar visibility.

From the conducted experiments, the main conclusions are that the position arms down clearly provide the best asymmetry, colour skin change and scar visibility.

Several unresolved issues are raised by the conducted research. The discarded patient, considered as an outlier, was the only non-caucasian patient in the set. This, together with the reduced set of patients available, raises doubts about the universality of the model. Further tests have to be conducted on a larger set of patients. This is the topic of ongoing research. Other directions in future work include the definition of objective measures for the skin colour change and surgical scar visibility. Software, to automate the evaluation process, is also currently being developed.
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